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This paper presents results of the measurement of solute diffusivities in the
Al–Ni and Sn–Bi–In systems. These experiments were conducted in microgravity
and may therefore be assigned as reference values. A dedicated facility, which
can be used for processing of four identical samples in parallel, was developed
for the experiments under consideration. In addition, a rather thorough analysis
of possible error sources in shear cell type experiments is carried out. Comparison
with work carried out using magnetic fields to control convective flows, and
with previous indirect measurements results, is also provided. A coherent picture
emerges from the overall agreement between various measurements, and the
data from the current work can thus be considered as reference benchmarks for
future experiments. Another conclusion of the present study is that the shear cell
technique is well suited for the measurement of solute diffusivities.

KEY WORDS: Al–Ni system; composition measurement uncertainty; con-
vection; error analysis; liquid-phase solute diffusion coefficients; low gravity;
Sn–In–Bi system.



1. INTRODUCTION

Numerical codes aiming at process control are now routinely used in the
manufacturing metallurgical or crystal growth industries. However, the
availability of sufficiently accurate data in terms of liquid-phase solute
diffusion coefficients is a mandatory prerequisite for the simulations to
provide meaningful results. The required accuracy is not easy to define
a priori, since it depends on the level of refinement of the numerical model,
but a value in the 10 to 20% range is probably acceptable considering
the remaining limitations in terms of computer power and of the models
themselves. Diffusivity data can also be used for the validation of con-
densed-matter physics theories, e.g., regarding the temperature or compo-
sition-related variations of a diffusion coefficient. However, for the latter
application, the required accuracy to discriminate between competing
models is much lower, say in the 1 to 2% range.

A variety of techniques has been developed to perform solute diffusion
coefficient measurements. Optical methods have great potential in trans-
parent systems [1], but they can not be applied to the metallic or semi-
conductor alloys. The utilization of radioactive tracer diagnostics in
opaque materials seems to be very promising [2]. A number of results have
been obtained with measurement techniques based on the quantification of
the mass flux under more or less controlled fluid flows, see, e.g., Refs. 3–5.
Additional methods consist of deducing a diffusion coefficient from solute
segregation profiles in solidification experiments, either from initial solid
state transients [6] or quenched liquids [7].

A limitation of these indirect techniques [3–7] is that they all rely on
often complex models to derive the diffusion coefficient, and that the vali-
dity of the underlying theoretical basis is often questionable, especially if
one considers the extreme variety of fluid-flow phenomena. In this sense,
the most direct measurement technique is the one using the simplest of
models, namely Fick’s law [8, 9]. Experiments thus aim at the realization
of a one-dimensional composition profile that can be in situ [8] or a poste-
riori [9] analyzed. As a matter of fact, the shear cell method was shown to
be well adapted to measurements of diffusion coefficients [9–11]. However,
even in such a simplified configuration, natural convection, hardly avoidable
due to high temperature operation, can also lead to additional solute
transport and thus to an overestimation of the derived value.

Convective contamination of diffusivity measurements has been
modeled by several groups, including ours [12–14] in a manner that can be
traced back to the original work of Taylor [15]. In earlier work, magnetic
fields were successfully used to control [14] or strongly damp [16] fluid
flow in electrically conducting liquids. An a priori obvious way to get rid
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of convective effects is to perform the experiments in the microgravity
environment of space orbiting platforms. A number of interesting results
have thus been reported [17, 18]. In general, low gravity diffusivity values
are significantly below their terrestrial counterparts. However, important
variations from one experiment to another have been evidenced. They are
tentatively attributed to the unavoidable acceleration fluctuations, and to
the fact that the fluid flow problem is quite formidable, meaning that one
should be very cautious with a priori estimates of the convective effects.
Various modelling efforts were recently proposed, with the objective of
solving the coupled hydrodynamic and solute transport equations [19–24],
but some questions still remain.

In any case, the convection phenomena are so complex, both on earth
and in microgravity, that there is clearly a need for clean benchmark
experiments to assess the various perturbing effects, as well as to check
whether the accuracy required to validate condensed-matter physics
theories is attainable. However, these goals imply that the benchmark
experiments need to be carefully analyzed in terms of error sources to allow
a definite conclusion to be drawn.

Our objective in this paper is to present reference results of diffusivity
measurements carried out in microgravity within the Agat facility aboard
the Foton 12 Russian capsule flight. Our approach is based on a thorough
analysis of errors encountered in diffusion coefficient measurements. The
experiments reported in the present paper were conducted as part of a
larger program, which included the Technical University of Berlin and the
University of Karlsruhe with the support of the European (ESA), German
(DLR), and French (CNES) space agencies.

The systems studied in the present work were tin- and aluminum-
based dilute alloys. Diffusion couples consisting of the pure element (Sn or Al)
were matched to half capillaries of respective nominal weight percent
compositions Sn–In 0.95–Bi 2.5 and Al–Ni 3.25. The objective of the
Sn–In–Bi experiment was to allow comparison with the results of the EPM-
Madylam research program on convection control with magnetic fields and
with data from a quenched solidification profile measurement [25]. As
for the Al–Ni experiment, the system had been featured in previous space
experiments [26].

In Section 2, sample preparation, experimental protocol, and the post-
flight analysis of the microgravity data are described. The influence of
various process related error sources is quantified in Section 3. Section 4
describes the procedure followed to analyze the composition profiles, with
a special emphasis on the effect of the accuracy of the concentration mea-
surements. Finally, we discuss in Section 5 the overall assessment of the
results, to draw a conclusion on the diffusion coefficient values and the
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associated error bars. Comparison with published data, when available, is
also provided. We conclude with some brief considerations on possible
improvement on the attainable accuracy.

2. EXPERIMENTAL PROCEDURE

Figure 1 shows an idealized view of the diffusion process in shear cell
facilities; two rods of homogeneous solid materials are heated past the
melting point up to the working temperature and are set in contact to begin
the diffusion phase. After a preset time, the liquid vein is separated into
independent units that will be cooled separately back to room temperature
to yield the final composition profile. Such a procedure avoids solidifica-
tion-related solute segregation upon cooling and limits the duration of the
diffusion phase by the initial and final shear events. For the shear cell thus
used, the solution to the transport equation takes the form of an error
function, provided that the diffusion coefficient D is the same all along the
cell and that the samples are long enough to avoid end effects. An error
function least-squares fit of the experimental composition profile thus
allows a measurement of D.

The cells used in our microgravity experiment were based on a design
from the TU Berlin [9]. They allowed us to process in parallel four iden-
tical capillaries having a diameter f=1.5 mm and consisting of twenty
segments of thickness h=3 mm. The starting materials for the Sn–In–Bi

Heating phase     Diffusion phase       Final shear 

Middle 
disk 

Fig. 1. Principle of diffusivity measurement using the shear cell tech-
nique, showing capillary configuration with isolated middle disk during
the heating phase, rotation of the middle disk at the beginning of the
diffusion phase, and rotation of every other disk at the beginning of the
cooling phase.
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samples were synthesized in the Grenoble laboratory from 6N sources.
Both the aluminum and aluminum-nickel samples were provided by the
industrial manufacturer Pechiney, with a reported impurity content less
than 300 ppm.

The initial contact is initiated by the rotation of a middle disk (see
Fig. 1) to minimize shear-induced convection and associated transport, as
demonstrated in parabolic-flight model experiments [27]. On the other
hand, the final shear at the end of the diffusion stage is implemented by the
rotation of every second disk. The average concentration in each fragment
was determined by atomic absorption spectroscopy, and the raw experi-
mental output is thus a discrete 20 steps concentration profile. The design
of the cells, especially the aspect ratio h/f=2 and the applied shear rate v
(v % 100 mm · s−1) comply with rules of thumb resulting from numerical
simulations carried out at the NASA Lewis Research Center [28] to iden-
tify strategies aiming at mitigating deleterious shearing effects. Still on
convection problems, a similar result regarding the influence of the shear
rate was observed in Ref. 29. For more information on the shear-cell design
and operation, the interested reader is referred to our previous work on the
topic [9, 30].

The pre-flight average composition of each capillary was checked to
be within ± 2% of the nominal value. On the other hand, within a given
sample, a concentration scatter of up to ± 5% could sometimes be
observed. Such a fairly high dispersion is due to a insufficient quenching
rate in the elaboration device. Concerning the aluminum cell, the post-
flight composition profiles measured on the four capillaries have a close
resemblance, as can be seen in Fig. 2. The analysis procedure will be pre-
sented in Section 4; however, a preliminary analysis [30] yielded diffusivity
values of ± 10% between the capillaries, i.e., 3.5 to 3.9 × 10−9 m2 · s−1. The
observed scatter appeared fairly high and motivated the error analysis
carried out in the next sections.

It has first to be stated that a major problem was observed in the tin
cell; due to a malfunctioning of the volume control mechanism [30],
diffusion barriers were created within 3 of the 4 capillaries, leading to very
steep asymmetric composition profiles. These experiments were discarded,
but the control volume system fortunately worked well in the fourth
capillary, and both the Bi and In composition profiles (see Fig. 3) could
be fitted analytically in our preliminary analysis [32]. The values obtained
are DIn=2.8 × 10−9 m2 · s−1 for indium and DBi=2.3 × 10−9 m2 · s−1 for
bismuth. However, we first have to discuss the error bar problem before a
meaningful comparison with existing literature data can be provided.

Except for the detailed analysis of the influence of the composition
measurement accuracy, which will be the subject of Section 4, we shall not
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Fig. 2. Nickel composition profiles in the four capillaries of the aluminum cell.
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Fig. 3. In and Bi composition profiles in the single useful capillary of the tin
cell. Theoretical fits from Fick’s equation are shown along with the experimental
data.
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attempt to define accurately what we mean by error bars in terms of con-
fidence intervals. The D signs appearing in the following should be taken
as a quantitative assessment of our belief that it is very unlikely to find
the exact values outside a ± D interval. A distinction can be made between
process related error sources and uncertainties coming from the composi-
tion profile analysis procedure once the experiment is completed. The latter
will be the subject of a detailed study in Section 4. At this point, let us first
consider process related error sources.

3. EXPERIMENTAL PROCESS ERROR SOURCES

Our purpose in this section is to identify some process related error
sources that contribute to the overall measurement accuracy. Whenever
possible, quantitative estimates will be given.

3.1. Assessment of Experimental Temperature

The first thing to be mentioned is that the thermal mass of the
graphite structure of the experimental device is very large with respect to
that of the samples themselves. Considering the fact that the heating zone
was larger than the capillary length and the good thermal conductivity of
graphite, the temperature field within the cells can be considered relatively
homogeneous. For the tin cell, the three thermocouples located within
the graphite structure indicated temperature differences of less than 2 K.
However, significantly larger differences, of the order of 6 K, were observed
within the aluminum cell, which could be partly due to larger heat fluxes
towards the cold sinks at the higher working temperature. Another factor
to be considered is that the thermocouples were not calibrated prior to
the space experiment, meaning that there is an uncertainty of ± 3 K on the
measured values. Our choice for the global temperature uncertainty for the
tin cell experiments is taken as ± 4 K. Following a similar line, we would
have ascribed a ± 6 K uncertainty for the aluminum cell, but we encoun-
tered a problem with the temperature regulation, as the control thermo-
couple started malfunctioning between t=10000 and 12000 s, a possible
cause being corrosion.

In any case, this led to a sudden increase of the control thermocouple
temperature TC2 from its nominal value of 750°C, as can be seen in Fig. 4.
Seeing that, the regulation system imposed a sharp decrease of the power
input within the cell, and as a consequence, the actual cell temperature
stabilized at a value somewhat below 700°C. Fortunately, a meaningful
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Fig. 4. Time/temperature profile for the aluminum cell experiment.

assignment of the equivalent working temperature can be done based on a
change of the time variable in the one-dimensional Fick equation [31]:

“C/“t=D(T(t)) “
2C/“X2. (1)

It is considered in the following that the diffusion coefficient depends on
time through its temperature variation D(T(t)). If we now set

z=F
t

0
D(T(tŒ)) dtŒ, (2)

it follows quite easily that Eq. (1) can be written as

“C/“z=“
2C/“X2. (3)

Let us now assume a diffusion coefficient dependence with the absolute
temperature of the form,

D(T)=D0(T/T0)n. (4)

An important thing to mention is that the temperature dependence featured
in Eq. (4) is not arbitrary, as such laws were predicted on the basis of
molecular dynamics simulations, with values of n in the range of 1.7 and 2.3.
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The next step is to derive z by substituting Eq. (4) in Eq. (2), and to select
T0 such that

F
t

0
Tn(tŒ) dtŒ=Tn

0t. (5)

Then z=D0t, meaning that Eq. (3) reduces to Eq. (1) with a constant dif-
fusion coefficient D0. The relevant measurement temperature can be esti-
mated from the signals delivered by the measurement thermocouples TC1
and TC3, which had nominal performance throughout the experiment. The
slight difference between the values of TC1 and TC3 observed in Fig. 4 can
be explained by the fact that, as stated earlier, the thermocouples were not
calibrated, or there were possible residual gradients within the cell. Setting
n=2, we find that T0 equals 968.7 K.

This result depends, of course, on the functional dependence of
Eq. (4), but the sensitivity to the exponent n is very small even for unex-
pectedly large variations with respect to the standard n=2 case. We get,
for example, T0=968.5 K for n=1 and 968.9 K for n=3. To remain on
the safe side, it was decided to set T0=969 K and to ascribe a ± 1 K
potential error to the procedure for the derivation of T0. Adding the ± 6 K
due to possible residual temperature gradients and uncalibrated thermo-
couples, the global uncertainty on the aluminum cell is thus ± 7 K. The
consequence in terms of the diffusion coefficient itself can be estimated
from the relation DD=(“D/“t) DT. Using again Eq. (4), we get

DD/D0=n(DT/T0). (6)

Setting n=2 in the above equation, we obtain DD/D0=1.4 × 10−2. The
linear dependence with n is such that a significantly larger uncertainty can
be predicted at larger values of n. However, even for n=3, DD/D0=
2 × 10−2. To remain on the safe side, our choice was to ascribe this value of
2 × 10−2 to DD/D0.

For the sake of completeness, the same procedure was applied to the
mean of the three temperature profiles of the tin cell. As the resulting mean
is very smooth, no variations were detected, T0=573.6 K for n=1, 2, 3.
The error induced by the temperature averaging procedure was neglected,
and we decided to set T0=574 K, ascribing a ± 4 K value to the global
uncertainty associated with possible residual temperature gradients and
uncalibrated thermocouples. Using once more Eq. (6) with n=2, we found
a value of DD/D0=1.4 × 10−2. To account for the incertitude on the
exponent of the power law in Eq. (4), we again ascribed a value of 2 × 10−2

to DD/D0 based on the worst case situation of n=3.
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3.2. Duration of Diffusion Phase

We considered so far that the duration of the diffusion period was
perfectly characterized with well defined initial and final shear events. In
practice, the shearing is done at a rate of 1.5° · s−1 by a continuous current
motor. Completion of the prescribed rotation was assumed when the
driving current reaches a threshold value. Taking into account the geom-
etry of the shear cell and the shearing rate of the driving mechanism, the
time span corresponding to the situation where the two capillaries are par-
tially in contact could, in principle, be accurately derived for both the
initial and final shearing events, and used as a measure of the incertitude
on diffusion phase duration. The recorded motor current signals showed
that the shearing took place nominally for the tin cell, and we decided to
ascribe a Dt=15 s uncertainty on each shearing event for the tin cell, which
is probably quite overestimated.

Since what is measured is essentially the ratio of a characteristic
squared length (here the spread of the initial composition step) l2 and the
diffusion period duration t, D ’ l2/t, an uncertainty Dt on the experiment
duration tE induces an uncertainty on D such that DD/D=Dt/tE. Consid-
ering the very long duration of the diffusion period in the tin cell experi-
ment (tE=41076 s), the relative uncertainty is negligibly small Dt/tE=
6.6 × 10−4.

As for the aluminum cell, we had the problem that the threshold value
could not be reached during the 2 minutes security time span for the final
shear. A posteriori analysis of the cells showed that the shearing did take
place, but we are not in a position to estimate when. To remain on the safe
side, we thus decided to set Dt=120 s, which taken in association with a
much shorter diffusion phase duration tE=8124 s, amounts to a significant
relative uncertainty Dt/tE=1.5 × 10−2.

3.3. Natural Convection Transport

Another process-related error source to be considered is the transport
due to convective motions associated with the existence of a residual
gravity level in the space experiment. The effect of natural convection in
diffusion coefficient measurements has been the topic of many research
studies [12–14, 19–24]. The residual gravity in earth orbiting platforms
such as Foton is in the 10−6 to 10−3g0 range depending on frequency,
g0 being the gravity level on earth, but its influence can not a priori be
neglected. First, a distinction must be made between the low and high ends
of the frequency domain, the transition being located around D/f2, where
f is the capillary diameter. In dimensional terms, D/f2 is of the order of
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10−3 Hz. However, the models can not be easily applied since no experi-
mental data coming from the gravity sensors were made available for the
Foton 12 flight users. We thus had to use data recorded from a similar
kind of flight (Foton 11 mission [32]) to assess the additional convective
contribution.

In the low frequency end of the spectrum, we decided to set g=10−5g0,
and used the procedure developed in Ref. 12 to estimate that the relative
variations of the apparent diffusion coefficient should be very small, say
in the 10−3 range. As for the high end of the frequency spectrum, in the
so-called g-jitters domain, the procedure was described in some detail in
a recent paper [24], and applied there to the configuration of our Foton
experiment, with the conclusion that the induced error was probably very
small, again at most in the 10−3 range. Overall, we decided to ascribe an
experimental uncertainty of DD/D=10−2 to the convection-related error
source. This choice may appear somewhat arbitrary, and this 10−2 value
is probably overestimated, but we need to account for the approximate
nature of the theoretical models, and to the fact that some experimental
results [18] remain unexplained to this day.

3.4. Graphite Expansion

As mentioned earlier, D can be expressed as the ratio of the square of
the spread of the initial composition step to the duration of the experiment,
D ’ l2/t. We can thus, in principle, account for the difference in profile
spread between room and working temperature coming from the thermal
expansion of graphite. Using a thermal expansion coefficient of graphite
a=7.3 × 10−6 K−1 along with the formula DD/D=2 Dl/l, we find that
the induced uncertainty on D is negligibly small, even in the aluminum cell.

3.5. Shear Convection Induced Problems

The list of potential error sources includes additional mass transport
induced by shear convection, mainly due to the initial shear when the con-
centration step is maximal. The contribution of this effect to the overall
mass transport was studied qualitatively in numerous theoretical and
experimental investigations and was taken into account in the cell design
and the experimental procedure. Quantitatively this effect was measured
in short-term diffusion runs in laboratory [9] and parabolic-flight experi-
ments [33]. The system used for these experiments was In–Sn for which
convection-free diffusion coefficients Dintrinsic are available [34] measured
with the long capillary technique.
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Assuming that the measured penetration depth l is a sum of indepen-
dent, statistical (quasi-diffusive) transport contributions, a shear-induced
additional correction time tcorr can be determined, with the consequence that
the penetration depth should be modified according to l `(Dintrinsic (tE+tcorr)).
The conclusion is that in the present cases this effect can be neglected for
the Sn-based experiment and is very small for the Al-based experiments:
tcorr/tE % 0.1%.

In the aluminum experiment, another effect related to the initial
shearing is the cracking of the covering oxide layer onto the Al-melt
surface. The resulting oxide pieces may act as diffusion barriers perturbing
the transport process. As this mechanical cracking may differ from one
capillary to another, such a mechanism could be invoked to explain the
scattering of the D-values for the four independent capillaries. Even though
it is possible, in principle, to estimate the effect of various sizes of diffusion
barriers on the measured, apparent diffusivity, it should be mentioned that
it is not possible, in practice, to specify a relevant input distribution of
these barriers. We are unfortunately not in a position to ascribe an error
bar to this barrier effect, but an uncertainty in the % range can not be
ruled out.

4. CONCENTRATION DATA ANALYSIS PROCEDURE

4.1. Error Function Fit

The post-flight individual samples (20 for each capillary) were analyzed
by means of atomic absorption spectroscopy. The raw output of an exper-
iment thus consists of a discrete N=20 steps composition that can be fitted
with an error function to extract the diffusion coefficient. The analysis was
carried out in parallel at TU Berlin, Madylam, and CEA-Grenoble, and it
should be mentioned that one of the results of the present experiment was
a uniformization of the analysis procedures used in the various groups.
Briefly speaking, the optimization is based on the minimization of the q2

defined as

q2=C
N

1
(Cexp

i − C th
i )2/s2

i (7)

where Cexp
i and C th

i , respectively, represent the experimentally measured
and theoretically derived compositions, si standing for an estimate of the
variance of Cexp

i . Two limiting cases for the determination of si can be
dealt with, namely (i) absolute uncertainty, when si is independent of Cexp

i

and (ii) relative uncertainty, when si is proportional to Cexp
i . In practice,
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a single measurement technique can result in both absolute and relative
uncertainties in a given composition profile: the relative accuracy given by
the Cermep Institute in Grenoble on their concentration measurements is
± 50% at the detection limit Cexp

i =0.02 wt%, ± 20% for Cexp
i =0.1 wt%,

± 5% for Cexp
i =0.5 wt%, and ± 2% for Cexp

i > 1 wt%. These values should
be understood as given with a high confidence interval, corresponding to at
least twice the standard deviation.

In view of the above data, we decided to set si=0.01 wt% (absolute
uncertainty) for 0 < Cexp

i < 1 wt%, and si=0.01Cexp
i (relative uncertainty)

for Cexp
i > 1 wt%. The fit parameters appearing in C th

i , along with the dif-
fusion coefficient D, are the initial composition within the half capillary C0

(the starting composition in the other half capillary being zero) and a pos-
sible shift x0 between the geometrical center of the capillary and the loca-
tion of the initial concentration step [35], such a shift being the result of
the volume compensation mechanism. However, other sources of addi-
tional transport could also be responsible for the observed shift. This issue,
along with further insights on the chi-square fit procedure, is discussed in
detail in Ref. 36.

It should be mentioned that units of mass fractions were always used,
even though molar or volume fractions are expected to be preferable from
a thermodynamic standpoint. However, in dilute alloys, linear relations
exist between the various fractions. It was checked in our alloys that the
diffusivity results are independent of the choice of units. In addition, the
abscissa corresponding to a given composition measurement was taken at
the center of the corresponding disk. Effects related to the curvature of the
composition profile over a distance of one disk thickness were found to be
clearly negligible [10, 37].

In the aluminum cell, the diffusion period was short enough so that
no modification of the initial end concentrations was observed, which is a
necessary condition for a fit using a single error function [31]. The values
obtained in the four capillaries are D1=3.4 × 10−9 m2 · s−1, D2=4.1 × 10−9

m2 · s−1, D3=3.6 × 10−9 m2 · s−1, and D4=3.5 × 10−9 m2 · s−1. The slight but
nevertheless significant differences with earlier data [30] are due to the
uniformization of the analysis procedures between the various teams
involved in the Foton mission.

In the tin cell experiment, a couple of communication failures between
the Agat computer and the Foton control unit led to a re-initialization of
the computer clock, and thus to a duration of the diffusion period signifi-
cantly larger than expected, namely 41000 s instead of 22000 s. With such
an extended duration, the finite size of the capillaries becomes a factor, and
the end compositions within the cell were seen to be slightly modified with
respect to their initial values.
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In that case, the solution to the diffusion equation with no flux
boundary conditions at the ends of the sample takes the form of an infinite
series of error functions. A very good approximation for the derivation of
the C th

i inputs can be obtained from a truncation of the series to the sum
of the first 100 terms, the contribution of the rest having no effect on the
final results. The values obtained are DIn=3 × 10−9 m2 · s−1 for indium and
DBi=2.4 × 10−9 m2 · s−1 for bismuth, in very close agreement with what had
been published as preliminary results [30].

One of the problems raised during the procedure pertains to the
homogeneity of the capillaries prior to the diffusion phase. Indeed, as
mentioned earlier, pre-flight variations of ± 5%, due to an insufficient
quenching rate in the feed elaboration device, were identified from the AAS
analysis. A positive factor is that these variations can be expected to be
smoothed out during the high temperature hold prior to the diffusion phase,
as well by the diffusion process itself over the duration of the experiment.

Nevertheless, a pre-existing curvature in the capillary composition
profile could modify the slope of the C(X) curve even at the end of the
experiment. We are unfortunately not in the position to unambiguously
assess the uncertainty induced by such concentration variations; all that
can be said at this point is that no obvious pre-existing curvature could be
identified on the measured composition profiles.

The analysis presented so far assumed Fick’s law with a concentration
independent diffusion coefficient. This assumption can be checked by means
of the Boltzmann–Matano procedure [31], with a change of variables
t=X/`t, that allows expressing the variation of D with distance (and
thus with concentration) along the cell as

D(C)=(1/2)(dC/dt)−1 F
C

0
t dC. (8)

In practice, considerable uncertainties are associated with the estimation
of the composition gradient around the sample ends where dC/dt is very
small. This is illustrated in the analysis of the Bi profile in the tin cell
shown in Fig. 5, where it is seen that meaningful data can only be obtained
in the center of the capillary. In all cases, the Boltzmann–Matano data,
though somewhat scattered, indicated the presence of a constant plateau
value in the zone that matters most for the determination of the diffusion
coefficient.

We did, thus, assume the error function fits of the composition profiles
to be justified, even though a D(C) dependence can not be excluded, and it
should be recognized that we are not here again in a position to unam-
biguously ascribe an associated error bar to the measurement coming from
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Fig. 5. Boltzmann–Matano analysis for the Ni composition profile
in capillary #1 of the Al–Ni cell.

the choice of the physical model. A further hypothesis is that we also
assumed that the tin-based alloy was sufficiently dilute for the diffusion of
In and Bi to proceed independently of each other, but a small correlation
effect can not be excluded.

4.2. Effect of Composition Measurement Uncertainty

The last step in our study is to ascribe a scientifically based error bar
to the effect of composition measurements uncertainty. To do so, we relied
on Monte-Carlo type simulations, the procedure being as follows:

(i) A theoretical profile is first constructed with C th
i values derived

according to Fick’s law using the measured diffusion coeffi-
cient Dmes.

(ii) A Gaussian analysis noise, with variances si, defined as in
Section 4.1, is superimposed on the C th

i values, yielding an
‘‘experimental’’ Cexp

i profile.

(iii) The obtained ‘‘experimental’’ profile is submitted to the q2

minimization procedure to estimate the apparent diffusion coef-
ficient Dapp.

(iv) Steps (ii) and (iii) are repeated a large number of times (typically
1000) to obtain statistically meaningful information on the dis-
tribution of Dapp.

A typical output of the procedure is shown in Fig. 6, where it can be seen
that the Dapp distribution is indeed Gaussian, with a mean value corre-
sponding to the prescribed diffusion coefficient Dmes. The variance s of this
distribution can thus be taken as an estimate of the error coming from the
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Fig. 6. Typical output of Monte-Carlo simulation showing the probability
density of the apparent diffusion coefficient Dapp. Starting composition profile
was built with D=3.0 × 10−9 m2 · s−1, output of the procedure is D=3.0 ±
0.8 × 10−9 m2 · s−1.

uncertainty on the composition measurements: more precisely, we decided
to set DD/D=± 2s, corresponding to a 95% confidence interval. When
applied to our data set, the results of the procedure are DDIn/DIn=± 6%,
DDBi/DBi=± 3%, and DDNi/DNi=± 3%. The higher uncertainty on DIn

can be ascribed to the fact that the C0 value for indium is below 1%, i.e.,
below the threshold where the AAS measurement reaches its full accuracy.
It can thus be loosely stated that the indium data points are more prone to
error than their bismuth counterparts.

More generally, it appeared interesting to use the Monte Carlo proce-
dure in a parametrical study aimed at the definition of the optimal exper-
imental conditions to improve the accuracy on the diffusion coefficient
measurement. The tested variables are as follows: the true diffusion coeffi-
cient D itself (values of 3 × 10−9 m2 · s−1 and 9 × 10−9 m2 · s−1), the duration t
of the diffusion phase (from 103 to 4 × 105 s), the initial composition C0

within the solute-rich half capillary (1, 3, 5, and 10 wt%), the number N
and length l of disks (N=20, l=3 mm in the present experiments, N=30,
l=6 mm as in Ref. 14). Both absolute and relative uncertainties were con-
sidered.
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Regarding absolute uncertainties, typical of standard measurement
techniques such as AAS or ICP-MS (inductively coupled plasma-mass
spectrometry) in the low concentration range, say below 1 wt%, the results
show that DD/D is always proportional to DC0/C0. More generally, the
ratio (DD/D)/(DC0/C0) can be plotted on a master curve against the
quantity o=(4pDappt)1/2/l as shown in Fig. 7. It should be remarked that
o is essentially a measure of the number of points which carry most of the
available information on mass transport for the q2 minimization procedure,
as it represents the spread of the composition profile (4pDappt)1/2 nor-
malized by the disk thickness.

As such, the observed o−1/2 tendency is not surprising, and can indeed
be recovered by simple statistical order-of-magnitude arguments [38].
Another interesting feature of the curve of Fig. 7 is the existence of a
minimum at a time corresponding to the spreading of the composition
gradient up to the capillary ends. The subsequent decrease of the accuracy
on D upon further time increase can be understood as related to the loss
of the initial composition information, a useful parameter in the fitting
procedure.
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Fig. 7. Normalized relative uncertainty on the diffusion coefficient with
absolute [f, Foton configuration; j, Ref. 14 configuration], and relative type
of uncertainty (e) on the individual composition measurements. The slight dif-
ference between the Foton and Ref. 14 configurations is due to the larger
number of disks in the latter case.
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From a practical standpoint, i.e., with a number of measurement
points on the order of 20 to 30, it is seen that the ratio (DD/D)/(DC0/C0)
for absolute uncertainties is always significantly larger than unity, meaning
that the individual composition measurements are a key limitation in
improving the accuracy of the diffusivity measurement. As for the variation
of (DD/D) with experiment duration, an increase of tE could be viewed
as positive, since the o−1/2 behavior corresponds to a t−1/4 dependence.
However, the limitation in terms of keeping away from the sample ends
should not be forgotten. Besides, the t−1/4 power law is such that the
attainment of a significant accuracy improvement would require unrealis-
tically long capillaries.

Regarding relative uncertainties, striking results were obtained, with pre-
dicted accuracies on D remaining very good over a large range of the o

parameter, and in any case much lower than for the associated absolute
uncertainties but in the high o regime where the two curves merge (see
Fig. 7). However, such a finding can be qualitatively explained by the struc-
ture of the q2 criterion; with absolute uncertainties, the contribution of the
low composition data points to the sum is negligible, and therefore the
information associated with these points is lost in the fit procedure. With
relative uncertainties on the other hand, all data points are equally well
represented in the q2, and all information is available for the fit procedure.
The open question is now to identify a composition analysis technique allow-
ing a relative type of uncertainty even in the very low concentration range.

5. DIFFUSIVITY VALUES AND COMPARISONS WITH EXISTING
DATA

The primary objective of this section is to specify for each system the
diffusivity value, along with a relevant error bar. For the aluminum cell
where all four capillaries performed properly, the legitimate choice for an
unbiased estimate is to average the four diffusivities and propose DNi=
3.7 × 10−9 m2 · s−1 at T=969 K. We did not attempt a statistical analysis
of our four-fold data set, as the small number of measurements available
would have rendered the attempt quite meaningless. To account for the
observed dispersion, we decided to set DDNi/DNi % ± 10%. If we only
consider assessed error sources, the estimated overall relative uncertainty
should be taken as the sum of the temperature (2%), duration (1.5%),
convection (1%), and composition measurement (3%) mechanisms, that
is DDNi/DNi % ± 7.5%. Both values are relatively close, and it should be
recalled that we were not able to quantify the uncertainty coming from the
starting capillary homogeneity and possible diffusion barriers coming from
the rupture of the oxide film upon the initial shearing.
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Regarding the tin cell, the indium diffusion coefficient is DIn=3 × 10−9

m2 · s−1, the estimated overall relative uncertainty being DDIn/DIn % ± 9 %
(temperature (2%), duration (0.06%), convection (1%), and composition
measurements (6%)) at the working temperature of 574 K. As for bismuth,
we can take DBi=2.4 × 10−9 m2 · s−1 with an overall relative uncertainty
DDBi/DBi % ± 6% (temperature (2%), duration (0.06%), convection (1%),
and composition measurements (3%)) again at the working temperature of
574 K. It should again be recalled that we were deprived of the information
coming from the experimental data scatter due to a malfunctioning of
the volume compensation mechanism in the tin cell. In the absence of
this information, along with that coming from the effect of the starting
capillary homogeneity, we decided to set in both cases DDIn/DIn % ± 10 %
and DDBi/DBi % ± 10 %. Such a choice may appear rather arbitrary, and
one may wonder whether we bothered to carry out all the analysis, but our
opinion is that it is better to remain on the safe side.

A second important objective of this section is to make comparisons
with our tin system diffusivity data, since a number of published studies
deal with both In and Bi impurity diffusion in Sn-based alloys. The first
method from a chronological standpoint relies on the analysis of a
quenched solidification front, as carried out by Verhoeven et al. [7].
Advantage was taken from the fact that, for purely diffusion-controlled
solute transport conditions, a growth front advancing at a velocity VI is
preceded by a solute-rich boundary layer where the composition profile
decreases exponentially over a length scale D/VI from its interface value
C./k to its far field value C., k being the segregation coefficient of the
solute. It is thus possible, from a fit of the composition profile, to extract a
value for the diffusion coefficient. This was done by Verhoeven et al. for
tin-based alloys with nominal compositions up to 3.5 at% Bi. In dilute
systems, assuming a value k=0.29, their results can be summarized as
DBi=1.8 × 10−9 m2 · s−1, with an uncertainty that should be taken as ± 10%.

The diffusivity result is given at the melting temperature of tin, but a
difficulty in assessing the validity of the results is that the diffusion takes
place in a strong vertical thermal gradient to stabilize the interface against
morphological instability. This results in temperature variations over the
enriched solutal boundary layer thickness D/VI in excess of 20 K. Another
difficulty is that the thermal gradient, if not perfectly directed axially along
the sample can in turn induce some natural convection, which in turn may
prevent the full development of the solutal boundary layer ahead of the
growth front. It should be acknowledged that those factors, along with
possible thermodiffusion solute fluxes, are discussed by Verhoeven et al.
[7] in their thorough characterization of their experimental conditions, but
an adverse impact can never be excluded.
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The quenched solidification front technique was also used on the
occasion of the Mephisto microgravity USMP1 [25] and USMP3 [39]
experiments, which featured Sn:0.58 at% Bi alloys. The composition pro-
files analysis was carried out with a value k=0.27 originating from the
measurement of the solidification interval. It should be noted that phase
diagram data [40, 41] indicate a value closer to k=0.29, but a 10% rela-
tive error on k can not be excluded adding in the uncertainties in terms of
liquidus and solidus slopes. The results obtained are slightly different
between the USMP1 and USMP3 experiments, namely DBi=1.3 × 10−9

m2 · s−1 and DBi=1.5.10−9 m2 · s−1, but significantly lower than the estimate
by Verhoeven et al. [7], DBi=1.8 × 10−9 m2 · s−1.

To account for the discrepancy, we attempted to check the sensitivity
of the DBi best-fit results on the value of other process and thermophysical
parameters, namely VI, C., and k. For instance, relative variations of the
instantaneous solidification rate between ± 5 % are not to be excluded,
even though hardly measurable directly. Such variations will induce a
similar ± 5% uncertainty in terms of D. Regarding the partition coefficient,
we found that a shift in k from 0.27 to 0.32 led to an increase from
DBi=1.3 × 10−9 m2 · s−1 to DBi=1.7 × 10−9 m2 · s−1. Even more important is
that a change of C. from 0.58 at% to 0.56 at%, e.g., due to radial segrega-
tion, was found to amount to a 10% relative variation in terms of DBi.

In summary, and considering the uncertainty on k and the fact that
VI and C. are not fully controllable parameters, the results obtained by
the quenched solidification technique should be considered with caution.
Nevertheless, it should be remarked that the data of Verhoeven et al. [7],
when extrapolated to our working temperature using Eq. (4) with n=2,
yield DBi=2.35 × 10−9 m2 · s−1 in very good agreement with the Foton data.

Long capillary experiments, similar in principle to shear cell arrange-
ments except for their beginning (the half capillaries are in contact in the
solid state and rapidly heated) and their ending (the composition profile
is quenched), were implemented by Frohberg and coworkers [42] on a
variety of metallic systems in microgravity experiments. Regarding impurity
diffusion of In in Sn, the extrapolated value at our working temperature
using again Eq. (4) with n=2 is DIn=3.6 × 10−9 m2 · s−1. Such a value is
relatively close, though significantly larger, than what has been measured in
the present work, but our opinion is that shear cell techniques allow better
control of the experiment and thus result in more accurate measurements.

On a related line of work, the results recently obtained by Botton et al.
[14, 38], using a shear cell technique similar in principle to that used in the
AGAT experiment, are worth mentioning; their key idea is to use a con-
stant magnetic field to control, rather than fully suppress, natural convec-
tion. When buoyancy is mostly due to the interaction of the temperature
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gradients with gravity, theoretical arguments show that the additional
transport results in a modified error function profile featuring an apparent
diffusion coefficient which accounts for the presence of convection.

The experimental procedure is then to apply a carefully controlled
temperature gradient of the order of 100 K · m−1 and to carry out mea-
surements at various values of the magnetic field to obtain an estimate
of D. This was done for In impurity diffusion in Sn-based alloys, a striking
feature of this system being that tin and indium have very similar densities.
The result obtained is DIn=2.55 × 10−9 m2 · s−1 at a mean temperature
T=548 K with a ± 5% error bar.

The situation is much more complex for the case of Bi impurity diffu-
sion, since convection due to solutal buoyancy, unsteady in nature, requires
a more intricate theoretical treatment [13, 14, 43]. Suffice it to say here
that the measured value is DBi=2.05 × 10−9 m2 · s−1, again at a mean tem-
perature T=548 K and a ± 8% error bar. When transformed to our Foton
working temperature of 574 K using Eq. (4) with n=2 for purposes
of comparison, we obtain DIn=2.80 × 10−9 m2 · s−1 and DBi=2.25 × 10−9

m2 · s−1.
As such, the good agreement observed between values obtained in two

different setups in different conditions (microgravity versus magnetic fields)
are a clear indication of the validity of the results. From the analysis of the
literature database, a set of coherent diffusivity values for bismuth as a
function of temperature is reported in Table I.

Our opinion is that direct measurements where only Fick’s law is
involved are the best way to estimate physically sound diffusivity data, and
that shear cell devices are probably optimal for experimental implementa-
tion. On the other hand, techniques based on the analysis of quenched
solidification profiles are prone to a variety of errors, due to the difficulty
of mastering the growth process and assessing the value of other thermo-
physical parameters. The same can be said of all indirect techniques, espe-
cially those featuring a poorly controlled fluid flow.

Table I. Summary of Recommended Values for the Bismuth Diffusion Coefficient in Tin

Temperature (K) Diffusivity (10−9 m2 · s−1) Reference

574 2.4 ± 10% Present work
548 2.05± 8% 43
504 1.8 ± 10% 7
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6. CONCLUDING REMARKS

Our objective in this paper was to present in some detail the results of
the microgravity solute diffusion coefficient measurements carried out on
tin- and aluminum- based alloys during the Foton 12 mission. Regarding
the tin cell, the data for In and Bi can be summarized as DIn=3 × 10−9

m2 · s−1, and DBi=2.4 × 10−9 m2 · s−1 at T=574 K. As for the aluminum cell,
we obtained for the Ni diffusivity DNi=3.7 × 10−9 m2 · s−1 at T=969 K. In
all cases, the ascribed relative uncertainty were taken to be ± 10%. Such a
± 10% value may appear deceptively high, especially since we were not able
to quantify all error sources, but it comes at least from what we think is a
thorough analysis of the possible perturbation mechanisms. As such, our
data can hardly be used for the assessment of the validity of atomic-scale
transport mechanisms, but it can find fruitful applications in the field of
process (e.g., solidification) modeling. Comparison with existing data,
when available, showed that our measurements are in good agreement with
values proposed in the frame of a program aimed at control of the natural
convection by means of magnetic fields.

Apart from a few minor improvements related to the implementation
of the shear cell experiment, the key to a significant reduction in the error
bars appears to be the identification of a composition measurement tech-
nique allowing a relative type of uncertainty in the very low concentration
range. Indeed, a limiting factor is that a q2 minimization procedure based
on data from standard analysis methods, such as AAS or ICP-MS, can not
account for the information contained in the lower range of the concentra-
tion profile. On the other hand, one of the important results of the Monte-
Carlo simulations carried out in this paper is to show that relative errors on
the composition measurements may result in a much lower uncertainty for
the diffusion coefficient, provided a suitable measurement technique can be
identified.
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